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ABSTRACT

In this work, we demonstrate that while reliance on security-focused
program analysis techniques grows, gaps prevent the effective de-
sign, implementation, and evaluation of such techniques, partic-
ularly for static analysis-based security testing tools (SASTs). We
demonstrate that adapting mutation testing techniques specific
to the security domain is a practical approach to finding previ-
ously unknown, undocumented flaws that compromise the effective-
ness of SASTs. Furthermore, practitioners do not consider existing
benchmark-based evaluation sufficient, thus relying on subjective
factors, such as reputation, when choosing a SAST. Finally, we
report that the industry is not ready to handle such flaws because
of several factors, including a paradoxical assumption.

CCS CONCEPTS

« Security and privacy — Software security engineering.
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1 INTRODUCTION

After over a decade of research and development in both academia
and industry, security-focused program-analysis techniques are
now being used at nearly every stage of software development and
maintenance lifecycle, from requirements engineering to fault lo-
calization and fixing, e.g., through GitHub CodeScan Initiative[10]
for finding vulnerabilities, such as crypto-API misuse and sensitive
data-leaks. Furthermore, such techniques have gained worldwide
attention because of the recent high-profile attacks and exploit
across the public sector e.g., SolarWind[15], triggering responses
from both corporate and government entities, such as emphasiz-
ing security through the improvement of existing approaches, e.g.,
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Static Application Security Testing (SAST) tools. In essence, the use
and dependence on program-analysis techniques will only increase
to ensure software security.

The underlying cause of optimistically using and depending on
the security-focused analysis techniques, such as crypto-API misuse
detectors (in short, crypto-detectors) and sensitive data-leak detec-
tors, is the convenience these techniques offer through automation,
support for continuous integration and development (CI/CD), and
the promise of detecting vulnerabilities as long as these are within
scope without flaws. In addition, the potential of identifying vul-
nerabilities statically, i.e.,, without depending on runtime-analysis
in a time-consuming manner, has made the SAST-based tools an
attractive choice among the security-focused program-analysis
techniques.

However, such optimism is unwarranted, as we have generally
relied on manually curated, static benchmarks to gauge the effec-
tiveness of SASTs. This is also because of the lack of a systematic
framework that can handle the various patterns of vulnerabilities,
i.e., variants. Thus, this doctoral research proposes the systematic
evaluation of SASTs, susceptible data-leak detectors, and crypto-
API misuse detectors while leveraging the well-founded approach
of mutation analysis.

While traditional mutation analysis is used to gauge the effective-
ness of existing test cases, this thesis advocates that vulnerabilities
can be mutated to represent both the diverse variations of vulnera-
bilities that are implemented and introduced by developers, either
intentionally or unintentionally and the complex usage patterns of
relevant security-specific APIs, such as crypto-primitives enabling
APIs from language-specific frameworks. We propose that we can
systematically evaluate, analyze, and identify flaws in SASTs by
introducing mutated vulnerabilities in open source program source
code, which, then, is analyzed by a target SAST. This research ana-
lyzes both sensitive-data leak detectors and crypto-detectors from
industry and academia. We identify previously unknown, unique
flaws while gaining insights, such as possible causes and remedies.

In addition to this, this work identifies a key gap in the adoption
and use of SASTs in the software industry: the research community
does not possess an in-depth understanding of how SASTs are per-
ceived in the industry, e.g.,, whether practitioners are aware of the
flaws, or limitations, these SASTs may have, and whether such per-
ceptions and beliefs impact the adoption and use of SASTs. Without
addressing this critical gap, it is impossible to create SASTs that
are effective, i.e., possess fundamental properties that help ensure
software security, and aligned i.e., practitioners have an accurate un-
derstanding of what SASTs provide, instead of practitioners having
an inaccurate expectation of, and from SASTs.
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Therefore, to explore this gap through a qualitative, interview-
based study in this research and report how practitioners with
different security and business needs choose SASTs and depend
on those. Furthermore, we study the beliefs and expectations of
practitioners regarding the limitations and flaws of SASTs, and how
they address those flaws of SASTs.

2 BACKGROUND AND RELATED WORKS

As mentioned, SASTs are gaining attention and focus from both
public and private sectors because of the recent focus on security
and privacy of software. Static analysis techniques are adapted
for finding security vulnerabilities, e.g., [8], resource leaks [4, 5, 7,
20], and crypto-API misuse [13, 18]. There exists several works on
evaluating SASTs, e.g., [16, 17]. However, our work is the first of
its type that adapts mutation testing technique that is guided by
a comprehensive, data-driven taxonomy for finding design and/or
implementation flaws in crypto-detectors.

Additionally, researchers have studied the use of static analysis
with practitioners, reporting that false-positive is perceived as a
significant problem [9, 12]. Finally, researchers have identified that
practitioners need security-specific support in the form of APIs and
tools, e.g., [11, 14, 19].

3 COMPLETED WORKS

3.1 Systematic Evaluation of Static Analysis
based Security Testing Tools

The lack of effective evaluation of SASTs is due to both (a) con-
tinued reliance on manually curated benchmarks, which may be
incomplete, inaccurate, non-representative of the diverse implemen-
tation patterns adopted by developers, and impractical to maintain
continuously, and (b) lack of a systematic, evolving framework.
The lack of a systematic, evolving framework, in turn, is attributed
to domain-specific factors, e.g., for crypto-APIs, a systematic ap-
proach needs to (i) consider all existing crypto-APIs, (ii) instantiate
realistic misuse-case mutations that are within the scope of crypto-
detectors, and (iii) need to be scalable without significant manual
intervention.

We address these challenges for the crypto-API domain by con-
structing the first data-driven taxonomy of crypto-API misuse by
analyzing academic and industry sources from the past 20 years
and identifying 105 crypto-API misuse cases. Further, to address
the second challenge, we analyze the claims made by the target
crypto-detectors from industry, academia, and open source com-
munity and report that i.e., crypto-detectors offer strong security
guarantees. Thus, we define a threat model consisting of three
types of adversaries: a benign developer who may accidentally mis-
use, a benign developer who may introduce a vulnerability while
trying to address an existing one, and an evasive developer. Fur-
thermore, we designed the crypto-API mutation operators that
mutate crypto-API misuse/vulnerabilities, i.e., instantiates misuse
variations. Additionally, we design mutation scopes for seeding the
mutations, representing realistic crypto-API use and threats. Finally,
we implement the Mutation Analysis for evaluating Static Crypto-
API misuse detectors, the MASC framework, that uses the mutation
operators, mutation scopes, and static analysis techniques to create
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mutated, vulnerable software from open source applications to be
analyzed by crypto-detectors.

Our research evaluated 9 crypto-detectors from industry, academia,
and open source community and found 19 flaws in crypto-detectors.
During the responsible vulnerability disclosure process, we report
that while crypto-detectors are expected to be evaluated from a
security-centric evaluation perspective, i.e., hostile-reviewing be-
cause of their strong security guarantees, these are often only de-
signed from a technique-centric perspective, i.e., what static anal-
ysis techniques can or can not accomplish. Furthermore, we find
that developers of crypto-detectors may have different detection
scopes by design. For example, whereas some crypto-detectors are
designed to detect any crypto-API misuse as long as it is statically
analyzable, some crypto-detectors consider additional factors, such
as visibility and frequency in the wild. Further details of this work
can be found in our proceedings paper [1], whereas a separate con-
textualization of mutation testing techniques for android-specific
SASTs can be found in our earlier journal paper[2].

3.2 Identifying the Gaps: Perspectives of
Practitioners regarding SASTs

Discovering that SASTs may have security-compromising flaws,
preventing those from detecting vulnerabilities that they claim
to and are designed to detect, with different design factors and
goals, revealed a key gap that the research community previously
was not aware of or did not address appropriately: the research
community possesses a limited understanding of how software
developers perceive SASTs, their expectations from and beliefs in
SASTs regarding vulnerabilities, and how these perceptions and
beliefs impact the adoption and use of SASTs in practice.

To address this gap, our research studied the perspectives and
beliefs of a diverse group of practitioners through IRB-approved
surveys and interviews. This diverse group of practitioners rep-
resented different business and security needs, different levels of
experience regarding software engineering and security, and differ-
ent security needs due to (state-required) compliance from around
the world. Specifically, we explored the processes of choosing and
using SASTs for ensuring security in services and products, their
understanding and assumptions regarding the limitations and flaws
of SASTs, and how they address, i.e., acknowledge, navigate, or
work around those flaws and limitations of SASTs.

By applying reflexive thematic analysis with inductive coding [6],
we captured both the latent and semantic meaning of participants’
perceptions and contexts, such as limitations of security resources,
assurances of SASTs, organizational priorities, and product nature.
Our research identified that while practitioners care about and
prioritize security, a SAST’s objective effectiveness in detecting
vulnerabilities is not (or barely) considered by practitioners when
it comes to choosing. Hence, there exists a gap between the need of
practitioners from SASTs (security guarantees) and the criteria for
selecting SASTs (subjective, often ad-hoc processes). Moreover, the
gap is caused by two significant factors: (i) practitioners believe that
SASTs just work and detect everything within scope, and (ii) they
do not consider existing, benchmark-based evaluation of SASTs
sufficient, as they consider benchmarks to be simplistic, or biased.
As previously discussed, the MASC framework proposed by this
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research addresses this particular issue through a systematic evalu-
ation framework. Furthermore, we report that while the program
analysis community specifically focuses on reducing false positives,
practitioners want SASTs to be able to find critical vulnerabilities
before anything else, even at the cost of a high number of false
positives. Finally, our research revealed a critical paradox in the
assumptions made by practitioners. In short, practitioners rely on
SASTs to cover the gaps in manual analysis while also believing
that their manual analysis techniques can cover the gaps intro-
duced through (unknown) flaws in SASTs. A detailed version of our
work, with additional findings, research directions, and insights, is
available in our (to be published) proceedings paper [3].

4 CONTRIBUTION TO KNOWLEDGE

It is necessary to evaluate, identify, and address the flaws of security-
focused automated program analysis techniques, such as SASTs.
This research contextualizes mutation testing techniques in the
domain of SASTs and evaluates data leak detectors and crypto-
detectors to discover previously unknown, undocumented flaws
and identify the gaps that contribute significantly to creating those
flaws. Thus, it contributes by helping improve the state-of-the-art
SASTs. Further, we argue that our work is beneficial for the soft-
ware engineering community in general, as it helps improve SASTs
by identifying flaws, which would be used to improve the secu-
rity and privacy aspect of the software. Furthermore, we study the
perspectives, beliefs, assumptions, and understandings of diverse
practitioners regarding SASTs, through which we identify several
gaps that the research community needs to address, such as pri-
oritizing the reduction of false negatives for security, the need for
better, systematic evaluation techniques suitable to their contexts
and the lack of trust towards benchmark based evaluations, and
that practitioners are not prepared to handle the flaws of SASTs.

Overall, this research significantly changes and shapes views
towards both the evaluation and design of SASTs, and the design
priorities of SASTSs, a critical component for developing and main-
taining software security that continues to gain attention from both
public and private sectors due to the focus on security and privacy
of software at present era.
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